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2 Classification Overview

In general terms, an image containing a total number of N points (pixels) can be seen
as having N features (the color levels at the N pixels). Thus, M images of size N can be
represented as M points in an N-dimensional space, where each dimension corresponds
to a particular feature.

In the context of 2D PAGE maps, each gel is characterized by a large quantity of
protein spots. Typical N values range from 500 to 2000 spots. Given a set of M 2D
PAGE maps of size N, each one corresponding to a different individual j in [1..M], and
each feature ¢ in [1..N] corresponding to the intensity of a protein spot, the classification
problem is how to cluster the information into meaningful classes. Consequently, by
considering the quantified values of the gel spots, the classification process seeks to
group 2D PAGE maps into clinical relevant classes (e.g., normal, pathological, etc.).

2D PAGE images can be classified by two techniques [2]. The unsupervised learning
technique, automatically assigns gels to different classes and highlights the protein pat-
terns specific to each class. With the supervised learning technique, classes are known
in advance, for example, class A=disease and class B=normal. Both methods determine
disease markers for subsequent classifications of additional gels.

After the classification, it is important to identify significant features, namely spots
that differentiate classes. This may indicate which spots are related to certain classes
(diseases).

3 Global 2D PAGE Image Analysis

The spots on a 2D PAGE image can be detected and the intensity of each spot can be
quantified. Also, feature values of interest such as the spot area, volume, and optical
density may be calculated.

To correct possible distortions of the images and make them superimposable, a
pixelwise correction (aligning) has to be applied to the gels according to a reference gel,
after spot detection and quantization. This reference gel is chosen among all the gels
according to image quality.

After the alignment, all images can be matched to identify spot pairs. Thus, spots
corresponding to the same protein in various gels are identified and a matched spot list
results. Each list is referred to as a spot group and a total of NV spot groups result from
the matching process (Figure 2).

Techniques for spot detection, quantification, image aligning, and matching have
been proposed and successfully tested [14].
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Neural Network

Figure 3: Classification of 2D PAGE images using neural networks. The network learns
the concept of each class through the samples contained in the training set. Then, images
from the testing set are evaluated using the knowledge acquired during training.

of input neurons is defined by N, one input neuron for each image feature. The size of
the output layer is determined by C, one output neuron for each class. Finally, one or
two hidden layers can be considered with an arbitrary number of neurons in each layer.

4.2 Training, Testing, and Classification

The training set consists of a percentage p of the M gels. The training is then carried
out, using the backpropagation learning algorithm [13] so that the corresponding out-
put neuron of the gel’s class being fed at the input layer is highly active (on), while
the rest of the output neurons are off (near zero). The rest of the gels (1 — p) x M are
used for testing the overall performance of the network after the training has been com-
pleted. Afterwards, following the same procedure, completely new gels, with unknown
association classes, can be classified.

If only one output neuron becomes active a match with a single class has been made.
However, if two or more output neurons are activate, the gel shares characteristics of
various classes). Finally if all neurons are inactive, the gel does not match any known
class within learned categories. Thus, an early diagnostic may only be possible if a class
or classes have been established.
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4.3 Sensitivity Analysis

The sensitivity analysis technique applies small changes at the inputs and observes the
corresponding variations of the outputs for each training pattern [11]. The larger the
output variation, the more important the corresponding input neuron. Thus, it is possi-
ble to identify the most important input neurons of the network. This simple technique
is quite effective and has been applied successfully by Engelbrecht and Cloete [6], Frost
and Karri [7] and Hashem [8].

In the context of 2D PAGE maps, typical spots corresponding to particular classes
can be determined using sensitivity analysis over a trained network. It is expected
that the most influencing input neurons correspond to characteristic spots. Applica-
tion of this technique resulted in the successful identification of several features that
discriminate classes.

5 Experiment

An experiment, using real gels of rat vessel smooth muscle cells, was used to evaluate
the proposed neural network in a supervised classification task [4].

The 2D PAGE images used in this experiment were taken from a larger experiment
carried out at the Department of Pathology of the Faculty of Medicine at the University
of Geneva, Switzerland [5]. The samples came from populations of newborn (NN) and
two-year old rats ( VE). The goal of this experiment was to train a feedforward neural
network to discriminate these two gel categories and to identify protein spots that
differentiate the two populations.

5.1 Data

Twenty 2D PAGE images (10 of each population) were used in two phases. In the
first phase, the best five gels of each population, were analyzed and used to build the
training set. The network was then trained.

In the testing phase, the remaining 10 gels were also analyzed and used to verify
the results of the training phase.

5.2 Image Analysis

Image analysis (spot detection and quantification, image aligning and matching) was
done using the MELANIE software package for 2D PAGE image analysis [3]. In the
first phase, the protein spots of 20 2D PAGE images were automatically detected and
quantified. Between 519 and 1509 spots were detected on the gels. The optical density
value of each spot was computed. This value is directly related to the concentration of
the protein. In the second phase, a reference gel was selected from the set of images
and each of the remaining gels was then corrected pixelwise so that all gels became
superimposable. In the third phase, the gels were automatically pairwise matched; i.e.,
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Figure 4: Neural network learning curves. (a) The misclassification curve: at the beginning
of the training, all gels are misclassified. The training phase is completed when all gels are
correctly classified. (b) The epoch error curve shows how the global error of the network
decreases as the training progresses.

correspondences between the spots in different gels were identified. A total number of
867 correspondences were found. Thus, each gel is characterized by 867 protein spot
values. Finally, two matrices were built for the training and testing sets respectively.
Each matrix contains ten lines (one per gel) and 867 columns (one per spot). The two
matrices contain the spot values representing the optical density.

5.3 Architecture

In this experiment, the size of the input layer is 867 neurons, one input neuron for
each feature spot. The number of output neurons is two since there are two different
categories. Two hidden neurons haven been used in one hidden layer. Thus, the network
layout is 867-2-2.

5.4 Training and Classification

The 867-2-2 network was trained with the backpropagation algorithm, using the ten
cases (five of each class) of the training set. The training phase was stopped when
all the training patterns were learned. A total number of 266 epochs were needed
(Figure 4).

During the testing phase, the ten gels of the testing set, each one being associated
to one class, were presented to the network. All of them were correctly classified. The
actual network outputs for the ten testing patterns are shown in Table 1.
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